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ABSTRACT 

Accompanied by massive protests driven by concerns 
about the introduction of upload filters, Art. 17 of 
Directive (EU) 2019/790 on copyright in the Digital 
Single Market (CDSMD) came into force in 2019. 
Since then, a lot has happened: Poland filed an 
action for annulment, whose ruling was announced 
by the CJEU on 26 April 2022, Member States  
delivered transpositions with diverging approaches, 
and a political agreement on the Digital Services 
Act, which contains numerous regulations that are 
potentially also applicable to online platforms as 
addressees of Art. 17 CDSMD, was reached on 23 
April 2022. With all these regulations, the question 
remains open as to how it can be ensured that Art. 
17 CDSMD is compatible with the fundamental right 
to freedom of expression and information, enshrined 
in Art. 11 of the Charter of Fundamental Rights. 
 In order to answer this question, the origin of  
Art. 17 CDSMD and its ratio, its liability mechanism 
and its impact on the fundamental right will first  
be examined. In a further step, the safeguards laid 
down in Art. 17 CDSMD are analysed and the effects 
of the current ruling on national implementations 
are discussed. Finally, the focus is on the German 
approach, which contains farther-reaching ex ante 
safeguards and is considered as a model for further 
implementations, especially after the judgement of 
the CJEU.
 It is concluded that the developments since the 
adoption of Art. 17 CDSMD overall strengthen the 
freedom of expression and information. In order to 
ensure effective protection of this fundamental 
right, however, it is necessary to define when con-
tent is to be regarded as manifestly infringing and 
can thus be blocked ex ante according to the recent 
judgement. Determining this, should not be left to 
the OCSSPs. The German implementation offers a 
first step in this regard but is also confronted with 
doubts about its compatibility. 
 This article takes the recent case law, national 
and EU legislation and offers a timely contribution 
to the debate on the compatibility of Art. 17 CDSMD 
with the fundamental right to freedom of expression 
and information. 

1  INTRODUCTION
Nothing less than the demise of the internet was feared, 
and massive protests rallied behind the #SaveYourInternet 
to prevent the introduction of upload filters through Art. 
17 of Directive the Directive (EU) 2019/790 on copyright 
and related rights in the Digital Single Market.1 It is the 
arguably biggest copyright reform at European level since 
the introduction of the InfoSoc Directive in 2001 and at 
the forefront is Article 17 CDSMD, which accentuates the 
responsibility of online platforms operators for the con-
tent of their users to support rightholders in protecting 
their rights online.2 
 Prior to its introduction, the safe harbour provisions in 
Articles 12-14 of the E-Commerce Directive were at the 
center of the liability regime for online intermediaries.3 
Originally intended to harmonise an online intermedia-
ries’ limited liability for user-uploaded content to sup-
port the ‘smooth functioning of the internal market’,4 a 
lot has changed since the introduction of the ECD in 
2000. Significantly, platforms like YouTube became more 
comprehensive, offering convenient and free access to 
copyright protected content. While platforms monetise 
their offer through advertising and user data, righthol-
ders benefit from these significant market valuations only 
to a limited extent, as they do not necessarily have the 
possibility to conclude licensing agreements for the use 
of their content.5 This has been referred to as the ‘value 
gap’, a term which was used by the music industry and 
also in the legislative process.6 It refers to a perceived mis-
match between the value that digital platforms gain from 
the music and the actual value returned to the right- 
holders.7 It is the declared aim of the CDSM Directive 'to 
guarantee that authors and rightholders receive a fair 
share of the value that is generated by the use of their 
works', or to put it differently, to decrease the ‘value gap’.8 
 To this end, Article 17(1) CDSMD provides that online 
content-sharing service providers (OCSSPs) perform an 
act of their own in terms of communication to the public 
or making available to the public, when they give access 
to copyright protected works on their platform. OCSSPs 
are online platforms which store and make available con-
tent of users and which compete with other online con-
tent services like online audio and video streaming servi-
ces.9 In order to make copyright protected works publicly 
available, OCSSPs shall obtain authorisation from the 
rightholders.10 Where an authorisation is not granted,  
according to Art 17(4) CDSMD, OCSSPs shall be liable for 
copyright infringing uploads, unless they demonstrate 
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that they made best efforts to obtain an authorisation 
(Art. 17(4)(a) CDSMD), ensure the unavailability of specific 
works (Art. 17(4)(b) CDSMD), and expeditiously remove 
content upon receiving a notice from the rightholders 
(Art. 17(4)(c) CDSMD).
 In particular the obligation to ensure with best efforts 
the unavailability of copyright protected works in Art. 
17(4)(b) CDSMD has been the subject-matter of debate. It 
has been suggested that it would effectively oblige online 
platforms to filter all content, because the technology 
cannot properly differentiate between unlawful and law-
ful content, which results in the prevention of the latter.11 
These concerns were also reflected in an action from  
Poland regarding a request to annul Art. 17(4)(b) and (c) 
CDSMD in fine.12 It mainly argued that these provisions 
prescribe the use of automatic content recognition (ACR) 
tools, which carry the risk of blocking lawful content and 
this even before its dissemination and therefore its 
prescription constitutes a serious interference with  
the fundamental right to freedom of expression and  
information.13

 Indeed, the best effort obligation in Art. 17(4)(b) CDS-
MD has been formulated very vaguely. As a matter of fact, 
national implementations tend to translate the term  
differently.14 Furthermore, the exact duty for OCSSPs  
remains unclear. This is also due to the development of 
the provision: in the first proposal of the EU Commission, 
'effective content recognition technologies' were explicitly 
mentioned as exemplary measures to 'prevent the availa-
bility on their services of works or other subject-matter 
identified by rightholders'.15 To tackle the concerns which 

arose after its first proposal, the legal text was not only 
extensively amended (the original proposal encompassed 
merely three paragraphs in comparison to today’s ten, 
making it the lengthiest provision in the whole Directive) 
but also substantially altered, the explicit mention of 
content recognition tools stroke out, and safeguards for 
the user’s freedom of expression introduced.16 In its  
Guidance on Art. 17 CDSMD, the Commission strives to 
present Art. 17 CDSMD as technologically neutral and 
emphasises that the use of technological solutions is not 
explicitly prescribed.17

 That this does not reflect the full truth, however, is al-
ready clear from the Guidance itself. Pursuant to Art. 
17(4)(b) CDSMD and Recital 66, industry practices are to 
be included in the assessment of 'best efforts'. According 
to the Guidance 'this includes the use of technology or 
particular technological solutions’.18 
 The same conclusion can be drawn from the case law of 
the Court of Justice of the European Union (CJEU). Al-
ready in YouTube and Cyando, the court considered the 
fact whether a platform put in place 'the appropriate 
technological measures that can be expected from a rea-
sonably diligent operator in its situation in order to counter 
credibly and effectively copyright infringements on that 
platform' in its liability assessment of the platform opera-
tor.19 This outcome is also represented by the AG in  
Poland v Parliament and Council.20 The CJEU endorses 
this perspective in its judgement, adding that 'neither the 
defendant institutions nor the interveners were able, at 
the hearing before the Court, to designate possible alter-
natives to such tools'.21
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In conclusion, Article 17 CDSMD may neither explicitly 
prescribe the use of certain ACR technologies, nor oblige 
the Member States to do so in their national transposi-
tion. At the same time, however, the assessment of 
whether the OCSSP has made 'best efforts' must take into 
account which technological means and alternatives are 
available and what is feasible for the OCSSP 'in light of 
the principle of proportionality'.22 Therefore, it must be 
concluded that the legislator, at least indirectly, prescribes 
the use of automatic content recognition tools by imply-
ing this in its 'best efforts' clauses.23 By setting the legal 
framework in a way that it requires the use of ACR tech-
nology to comply with the provision in Article 17(4) CDS-
MD and to avoid liability, the use and concomitant inter-
ference with the freedom of expression are attributable to 
the EU legislator.24 
 The following discusses the impacts of Article 17 CDS-
MD on freedom of expression and information as enshrined 
in Article 11 of the Charter of Fundamental Rights of the 
European Union as well as the contained safeguards, im-
plications from the judgement in Poland v Parliament 
and Council, and the German approach on Article 17 
CDSMD.25

2  SAFEGUARDING ARTICLE 17 CDSMD  
AND BALANCING FUNDAMENTAL RIGHTS
Art. 17 CDSMD is located in the triangle of interests of 
rights holders, platform operators and users. It is therefo-
re hardly surprising that the rights to intellectual proper-
ty law from Article 17(2) of the Charter, freedom to con-
duct a business from Article 16 of the Charter and, above 
all, freedom of expression and information from Article 11 
of the Charter must be reconciled.

2.1  Article 17 CDSMD’s impact on  
fundamental rights

Strengthening the negotiating position of rightholders 
and making the enforcement of their rights more effi-
cient are declared aims of the CDSMD.26 As the individual 
reporting of content to the platforms in the past led to 
considerable costs and was too inefficient, the liability 
mechanism and the use of ACR technology should sup-
port the rightholders. This reflects the shift of responsibi-
lity for monitoring from the rightholders to the OCSSPs.27 
In this course, the fundamental right to intellectual pro-
perty, which is recognised as such in Article 17(2) of the 
Charter, supports the interests of the rightholders. It is 
not an absolute right and can be restricted in the same 
way the right to property can be subject to restrictions or 
limitations.28 The CJEU confirmed this view in Scarlet Ex-
tended, stating that 'there is […] nothing whatsoever in 
the wording of that provision or in the Court’s case-law to 
suggest that that right is inviolable and must for that rea-
son be absolutely protected'.29
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For OCSSPs Article 17 CDSMD entails some changes 
compared to the earlier legal situation. They are held  
directly liable within the scope of Article 17 CDSMD for 
copyright infringing content from their users if they can-
not successfully make use of the exception regime of  
Article 17(4) CDSMD. Instead of the previously exercised 
voluntariness, which gave them a negotiating superiority, 
they are now obliged to take measures to protect the 
copyright of the rightholders.30 As those measures must 
be ‘in accordance with high industry standards of profes-
sional diligence’, the OCSSPs are thus limited in their 
choice whether and how they want to encounter copy-
right infringing content on their platforms. On the one 
hand, the obligations from Article 17 CDSMD therefore 
entail restrictions on the freedom to conduct a business 
protected in Article 16 of the Charter. On the other hand, 
the CJEU’s decision in Scarlet Extended showed the ability 
of the freedom to conduct a business as a limiting factor 
for the protection of intellectual property and made clear 
that technical possibilities can only be included to a certain 
extent in the balancing process.31 

 It is, however, the users of online platforms, which are 
facing the greatest concerns about Article 17 CDSMD and 
the de-facto obligation to introduce ACR technologies. 
Their interests are protected by Article 11 of the Charter. 
In its annulment action of Article 17(4) CDSMD, the  
Republic of Poland raises two main concerns. First, the 
technology carries the risk that lawful content will be 
blocked and second, the blocking is determined automa-
tically by algorithms, enabling blocking of content even 
before its dissemination.32 Altogether these issues would 
limit the freedom of expression in a way that undermines 
the essence of Article 11 of the Charter.

The issue of overblocking
The risk of blocking lawful content due to the application 
of ACR technology was outlined by the CJEU in the case 
SABAM, where it held that an injunction requiring the 
installation of a filtering system ‘could potentially under-
mine freedom of information, since that system might 
not distinguish adequately between unlawful content 
and lawful content, with the result that its introduction 
could lead to the blocking of lawful communications'.33 

his occurrence can be referred to as ‘overblocking’ which 
describes a practice in which content is blocked beyond 
the threshold of the legal framework. 
 In the case of Article 17 CDSMD it is caused by two 
factors. First, according to the liability mechanism of  
Article 17(4) CDSMD, the platforms must make their best 
efforts to ensure the unavailability of specific works in order 
to avoid its own liability.34 This could lead to OCSSPs 
which, as the AG describes it in his opinion, ‘may tend to 
be overzealous and excessively block such information 
where there is the slightest doubt as to its lawfulness'.35 
 The second factor is the current state of the art. The 
exceptions and limitations to copyright, such as caricature, 
parody or pastiche, which are laid down in Article 17(7) 
CDSMD as mandatory for the member states, have in 
common that they can only be recognised in context. The 
technologies in use today, however, are merely matching 

technologies. They can assist in identifying content by 
providing very accurate matches, but are not able to ana-
lyse whether an uploader's duplicate content falls under 
an exception and limitation.36 That is because the content 
recognition technology is solely capable of quantitative 
distinctions regarding the amount of protected material, 
but missing the ability to perform a qualitative assess-
ment and including the context to determine the applica-
bility of an exception or limitation.37 In its Guidance the 
Commission comes to a similar conclusion, stating that 
‘in the present state of the art, no technology can assess to 
the standard required in law whether content, which a 
user wishes to upload, is infringing or a legitimate use’.38

The issue of blocking content before its dissemination
The second concern raised by Poland is blocking content 
before it is disseminated. Since the technology is highly 
developed and is able to scan and recognise content 
quickly, platforms are in the position to make an automated 
decision about permitting an upload of a particular content 
still during the upload process.39 They are therefore able 
to block content before (ex ante) or after (ex post) it gets 
available to the public.
 Assessing the text of Article 17(4)(b) and (c) CDSMD, it 
becomes clear that the ex ante blocking of content is in-
herent in the law: if the OCSSP has not obtained authori-
sation for a work, it must make best efforts to ensure the 
unavailability of specific works.40 By obliging the OCSSPs 
to make 'best efforts to prevent [the] future uploads' of 
works, Article 17(4)(c) CDSMD is even more explicit in its 
wording. As AG Saugmandsgaard Øe points out, the phrase 
'in accordance with point (b)' emphasises that both,  
Article 17(4)(b) and (c) require OCSSPs to prevent the up-
loading.41

 In case of lawful content being wrongly blocked ex ante 
before its dissemination however, this requires the user to 
use a complaint mechanism, as provided for in Article 
17(9) CDSMD, to bring their content online. Such an app-
roach poses serious risks to the freedom of expression of 
users, as it entails 'chilling effects', i.e., a decrease in the 
activity of those users.42

Limiting freedom of expression and information
It follows from the above that Article 17 CDSMD constitutes 
a limitation on the freedom of expression and informa-
tion. In Poland v Parliament and Council, the CJEU con-
cludes that 'such a prior review and prior filtering are liable 
to restrict an important means of disseminating online 
content and thus to constitute a limitation on the right 
guaranteed by Article 11 of the Charter’.43

 The fundamental right protects both sides of a discourse: 
the freedom of expression on the one side comprises the 
opportunity to take part in the public exchange of cultural, 
political, and social information and ideas of all kinds.44 
It covers opinions, ideas and all types of information that 
can be communicated.45 The freedom to receive and 
impart information on the other hand protects the free 
access to information without interference by public  
authority.46 
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It is, however, not an absolute right.47 The possibility of 
restriction follows on the one hand from the interaction 
with Article 10(2) ECHR through Article 52(3) of the 
Charter and on the other hand from the general reserva-
tion of Article 52(1) of the Charter.48 According to these 
provisions, in order to be justified, any limitation must be 
provided for by law, respect the essence of the right to 
freedom of expression and be proportionate, i.e. the limi-
tation must be justified by objectives in the public inte-
rest and not exceed the limits of what is appropriate and 
necessary.49 
 In the light of intellectual property the CJEU ruled in 
its Promusicae decision that Member States must, when 
transposing the directives, take care to rely on an inter-
pretation which allows striking a fair balance between the 
various fundamental rights.50 In Poland v Parliament and 
Council the CJEU repeated this.51 Even Recital 84 itself 
states that the Directive should be interpreted and app-
lied in accordance with the fundamental rights and prin-
ciples recognised in particular by the Charter.52 

2.2  Article 17 CDSMD’s safeguards

In order to address the above mentioned concerns and to 
ensure that Article 17 CDSMD strikes indeed a fair balance 
between the fundamental rights, the European legislator 
has introduced numerous safeguards during the legislative 
process.

Preventing overblocking: Between the poles of  
paragraphs 4 and 7 of Article 17 CDSMD
First, Article 17(7) subparagraph 1 CDSMD states that 'the 
cooperation between online content-sharing service pro-
viders and rightholders shall not result in the prevention 
of the availability of works […] which do not infringe 
copyright […], including where such works […] are cove-
red by an exception or limitation'. Article 17(9) subpara-
graph 3 CDSMD confirms this by repeating that 'this  
directive shall in no way affect legitimate uses, such  
as uses under exceptions or limitations provided for in 
Union law'.53 
 Second, Article 17(7) subparagraph 2 CDSMD obliges 
the Member States to introduce certain exceptions and 
limitations to copyright. In this way, some of the excep-
tions and limitations encompassed in the catalogue of 
Article 5(3) InfoSoc has now become mandatory and it 
has ascertained a minimum standard of exceptions and 
limitations. Additionally, according to Article 17(9) CDS-
MD, in fine, OCSSPs are required to 'inform their users in 
their terms and conditions that they can use works and 
other subject matter under exceptions or limitations to 
copyright and related rights provided for in Union law'.54

 At a first glance, these safeguards seem to be in contra-
diction to the obligations for OCSSPs from Article 17(4) 
CDSMD, as this liability regime creates an incentive to 
block more in case of doubt in order to avoid its own  
liability, as it is 'most likely the most cost-effective mecha-
nism that would least restrict OCSSPs freedom to conduct 
a business'.55 From the wording of the Article 17 CDSMD 
however, it becomes clear that paragraph 7 takes  

precedence over paragraph 4. This is because Article 17(7) 
is formulated as an obligation of result ('shall not result in 
the prevention'), whereas Article 17(4) merely provides 
for an obligation of 'best efforts'.56 This has also been in-
dicated by the Commission during the hearing of Poland 
v Parliament and Council,57 and was confirmed in the jud-
gement, in which the CJEU held that the wording is 
'unambiguous' and not limited to requiring best efforts to 
that end, 'but prescribes a specific result to be achieved'.58 
In conclusion, OCSSPs are in principle required to filter 
and block content preventively, but only to the extent 
that they do not concern content that is not copyright- 
infringing or covered by an exception or limitation. In 
regard to this, the CJEU in Poland v Parliament and 
Council established a test, whether the content in order 
to be found unlawful would require an independent  
assessment.59

Ex ante measures
The fact that ex ante measures by OCSSPs are in any way 
compatible with freedom of expression is not a novelty 
from Poland v Parliament and Council but has already 
been established in the case law of the CJEU. In fact, the 
judgement represents a consistent further development 
of previous case law. In UPC Telekabel, for example, the 
CJEU held that preventive filtering and blocking access to 
a website by an Internet Service Provider (ISP) is reconci-
lable with the fundamental rights, provided the measure 
does not 'unnecessarily deprive internet users of the pos-
sibility of lawfully accessing the information available'.60 
In L’Oréal, the CJEU also ruled that it must in principle be 
possible not only to end infringements, but also to prevent 
further infringements.61 At the same time, however, it 
found 'that the measures required of the online service 
provider concerned cannot consist in an active monito-
ring of all the data of each of its customers in order  
to prevent any future infringement of intellectual  
property'.62 
 In Poland v Parliament and Council the CJEU sharpened 
its jurisprudence, by stating that 'a filtering system which 
might not distinguish adequately between unlawful con-
tent and lawful content, with the result that its introduc-
tion could lead to the blocking of lawful communica-
tions, would be incompatible with the right to freedom of 
expression and information'.63 Although this barrier to 
the use of ACR technologies is found to be high, the CJEU 
has not closed the door for the usage of technical means 
entirely. Rather it found a way to set a precise limit for 
blocking content ex ante, which lies along the lawfulness 
of content. This is also in line with the case law of the 
European Court of Human Rights (ECtHR), which held 
that blocking an entire website without differentiating 
between legal and illegal content carries the risk that 
content will be arbitrarily and excessively blocked.64

The general monitoring ban in Article 17(8) CDSMD
Next, Article 17(8) subparagraph CDSMD states that 'the 
application of this Article shall not lead to any general 
monitoring obligation'. This provision is similar to the 
general monitoring ban from Article 15(1) ECD. Since  



–  2 7  –

S TO C K H O L M  I N T E L L E CT U A L  P R O P E R T Y  L AW  R E V I E W  V O L U M E  5 ,  I S S U E  2 ,  D E C E M B E R  2 0 2 2

Article 17(3) CDSMD excludes the application of Article 
14(1) ECD, and Article 17 CDSMD is considered lex speci-
alis compared to the InfoSoc and E-Commerce Direc- 
tives, Article 15(1) ECD does not apply either to the frame- 
work of Article 17 CDSMD.65 Nonetheless, due to its  
recurrence, Article 17(8) CDSMD is to be interpreted in 
the same way as Article 15(1) ECD, which gives relevance 
to the previous case law.66 
 In the past, the term 'general monitoring' has given rise 
to many interpretations, such as being present when all 
or most of the information is handled by an intermediary 
or carving out when monitoring is done only in order  
to detect specific activities.67 Nonetheless, it must be 
emphasised at this point that the use of ACR technology 
always requires all content, including non-infringing  
material, to be scanned, otherwise it cannot be determined 
which content is infringing and which is not.68 As a conse-
quence, 'general monitoring' cannot be interpreted lite- 
rally in the sense that monitoring of all content per se is 
prohibited, without contradicting what Article 17(4) 
CDSMD imposes on OCSSPs. 'General monitoring'  
must therefore be understood as a technical legal term, 
whose meaning is determined by the interpretation of 
the courts.69 
 In the cases Scarlet Extended and SABAM, the CJEU 
held that 'a system which would require the provider to 
actively monitor almost all the data relating to all of its 
service users [...] would require [it] to carry out general 
monitoring, something which is prohibited by Article 
15(1) [ECD]'.70 Later in Glawischnig-Piesczek, the CJEU, 
citing Recital 47, held that monitoring obligations are 
not prohibited by Article 15(1) ECD if they are 'in a specific 
case' instead of 'general'.71 In this case, the court found 
that requiring Facebook to filter out certain content that 
a court has found to be illegal does not fall under the 
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prohibition of general monitoring.72 The CJEU's approach 
has thus changed somewhat in the course of the  
judgements. While initially the focus was on the amount 
of information to be inspected, now it is the detail of  
searches.73 
 In Glawischnig-Piesczek, 'specific' compassed not only 
the content that was found defamatory by a court in a 
Member State, but also equivalent content, as long as the 
differences were not 'as to require the host provider con-
cerned to carry out an independent assessment of that 
content'.74

 In Poland v Parliament and Council, the CJEU now ta-
kes up the latter point, stating that Article 17(8) CDSMD 
clarifies that an OCSSP cannot be required to prevent up-
loading of content, 'which, in order to be found unlawful, 
would require an independent assessment of the content 
by them in the light of the information provided by the 
rightholders and of any exceptions and limitations to 
copyright'.75 Doing so, the court followed its AG who had 
pointed out that ex ante blocking is only permissible for 
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content 'which [unlawfulness] is obvious from the outset, 
that is to say, it is manifest, without, inter alia, the need 
for contextualisation'.76 In the same vein, the Commission 
also stated in its Guidance that 'automated blocking, i.e. 
preventing the upload by the use of technology, should in 
principle be limited to manifestly infringing uploads'.77 
This outcome is also in line with what the ECtHR judge-
ment in Delfi, according to which 'clearly unlawful con-
tent' can, or even must, be blocked ex ante without unduly 
restricting the fundamental right of freedom of expres-
sion.78 
 Concluding from the above it becomes clear that a  
provision in Member States transpositions does not con-
travene the general monitoring obligation ban of Article 
17(8) CDSMD, if it is limited to manifestly infringing con-
tent, i.e. content which does not require an independent 
assessment to assess its unlawfulness. 

The additional ex post procedural safeguards from 
Article 17(9) CDSMD
Article 17(9) subparagraphs 1 and 2 CDSMD introduce 
procedural safeguards, which contain ex post mecha-
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nisms in the event of disputes over the disabling of access 
or the removal of content. Article 17(9) subparagraph 1 
CDSMD mandates OCSSPs to provide an 'effective and 
expeditious complaint and redress mechanism'. Accor-
ding to Article 17(9) subparagraph 2 CDSMD, Member 
States are obliged to ensure that an out-of-court mecha-
nism and access to relevant judicial authorities are in place 
according to Article 17(9) subparagraph 2 CDSMD. 
 The judgement in Poland v Parliament and Council 
made clear, that the complaint mechanism is considered 
only as an additional ex post safeguard, which applies in 
'cases where notwithstanding the [ex ante] safeguards 
[…], the providers of those services nonetheless erro-
neously or unjustifiably block lawful content'.79 Indepen-
dently, the procedural safeguards are therefore not suffi-
cient and they apply only in exceptional cases. It under- 
lines also the general importance of the ex ante safe- 
guards, which limit the use of technology to manifestly 
infringing content.80

Clear and precise rules
Adding lastly on the need for clear and precise rules, the 
CJEU refers to its Facebook Ireland ad Schrems ruling in 
which it held that the need for safeguards is all the greater 
where the interference stems from an automated pro-
cess.81 The provision in Article 17(4)(b) and (c) CDSMD, 
however, is far away from establishing clear and precise 
rules, as it is not defining the actual measures which 
OCSSPs must adopt to fulfil their obligations.82 Accor-
ding to the CJEU, this is justified by the fact that the clause 
is intended to be open to the development of industry 
and technology.83 Furthermore, in order to preserve the 
freedom to conduct a business from Article 16 of the 
Charter, it should be up to the OCSSPs to decide which 
specific measures they use to achieve this goal.84

 This justification seems rather curious. For one thing, it 
has been repeatedly stated on all sides that there is hardly 
any way around the use of ACR technologies within the 
framework of the 'best efforts' regulation. For another, it 
is precisely the uncertainty about the extent to which 
technology may be used that led to the present doubts of 
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compatibility with fundamental rights. If OCSSPs are given 
too much leeway to take measures, it is to be feared that 
these will be in their favour rather than in the interest of 
the users. It is therefore necessary to set minimum requi-
rements for the choice of means.85 In UPC Telekabel, the 
CJEU held that it is up to the ISP to choose the means to 
achieve the objective,86 but it must then also ensure that 
the freedom of information of the users is preserved, i.e. 
without affecting users who are using the service in order 
to lawfully access information.87

3  IMPLICATIONS OF THE CJEU’S  
JUDGEMENT IN POLAND V PARLIAMENT 
AND COUNCIL FOR THE NATIONAL  
TRANSPOSITIONS OF ARTICLE 17 CDSMD
To determine whether content can be blocked ex ante, 
the CJEU established the test of manifestly infringing 
content, i.e. whether content, in order to be found unlaw-
ful, would require an independent assessment in the light 
of the information provided by the rightholders and of 
any exceptions and limitations to copyright.88 Complying 
with this standard, is now the task of the Member States. 
In its final statements of the judgement in Poland v Parli-
ament and Council the CJEU rules, that 'Member States 
must, when transposing Article 17 of Directive 2019/790 
into their national law, take care to act on the basis of an 
interpretation of that provision which allows a fair balance 
to be struck between the various fundamental rights pro-
tected by the Charter'.89 Considering this, Member States 
have to ensure that their transpositions contain sufficient 
ex ante safeguards to prevent OCSSPs from using techno-
logy for ex ante blocking which would result in the block-
ing of lawful content. It is doubtful that this is the case for 
all national transpositions.90

3.1  Verbatim transpositions

In this context, the question arises whether Member States 
which choose to implement the Directive verbatim, mea-
ning copy and paste the text of the Directive, need to 
adjust their national laws.
 As the proceedings were an annulment action, i.e. not a 
question of referral, the CJEU only assessed Article 17 
CDSMD itself as an EU provision, and expressly stated 
that its judgement is without prejudice to the transposi-
tions of the Member States or the individual measures of 
the OCSSPs.91 In combination with the abovementioned 
reminder of the CJEU for Member States to strike a fair 
balance, this could imply an obligation for Member States 
to provide additional safeguards with clear provisions ex-
plicitly prohibiting overblocking, and thus go beyond 
what Article 17 CDSMD itself contains.92 The very exi- 
stence of the case in front of the CJEU, as well as the posi-
tions taken by Spain and France in the case, according to 
which the ex post safeguards are sufficient, shows that 
Article 17 CDSMD is open to various interpretations, not 
all of which are in line with the ruling. It is the task of the 
Member States to create a clear legal framework here.
 The CJEU clearly requires the Member States to review 

their transposition to analyse whether they, in accordance 
with the judgement, provide sufficient ex ante safeguards. 
A verbatim transposition in national law, however, must 
in correlation with the ruling be considered as complying 
both with Article 17 CDSMD and with EU primary law, 
i.e., the fundamental rights concerned. Whereas the 
CJEU attested Article 17 CDSMD to be accompanied by 
appropriate safeguards by the EU legislature to ensure a 
fair balance of fundamental rights, the same must also 
apply to those national legislators who chose to copy and 
paste Article 17 CDSMD in national law. As in addition, 
the national courts, when interpreting national law with 
a basis in EU law, must ensure that it is interpreted in 
conformity with EU law, and must also have regard to the 
case law of the CJEU, a conforming interpretation of a 
verbatim transposition should be ensured.93

3.2  Complaint mechanism

While some Member States like the Netherlands chose to 
transpose verbatim, most implemented an individual 
version of Article 17 CDSMD. One diverging aspect has 
been the ex post safeguard in the form of the complaint 
mechanism as established in Article 17(9) CDSMD. 
 One example is a provision in the Italian transposition, 
which states that contested contents shall remain disabled 
during the pending decision on a complaint.94 In the after- 
math of the judgement, it is argued that 'this requirement 
does not meet the standards developed by the Court'95 
and Member States with such a provision will therefore 
'need to bring their implementation laws into compliance 
with the standards set by the CJEU'.96 
 If Member States follow the requirements for the ex 
ante safeguards, however, a provision like this could be 
regarded as compatible with the judgement: In their  
national implementations, Member States must ensure 
that ex ante safeguards exist which prevent the blocking 
of content which is not manifestly infringing. Assuming 
OCSSPs follow the national obligations, they will only 
block content, which they, inter alia, consider to be mani-
festly infringing. In case of an allegedly wrong block, the 
complaint mechanism takes effect, through which users 
can demand the reinstatement of the content. The ex 
post complaint mechanism is intended to deal with cases 
in which the existence of manifestly infringing content is 
disputed. In this case, however, neither the judgement 
nor the text of the law foresee that the content at hand 
must remain online until the conclusion of such procee-
dings sought by the user. In fact, the judgement suggests 
that the content stays down during a pending decision, 
stating that 'users must be able to submit a complaint 
where they consider that access to content which they 
have uploaded has been wrongly disabled or that such 
content has been wrongly removed'.97 This is also what 
the Commission’s Guidance recommends to Member 
States, stating that 'the content should stay down during 
the human review performed under the redress mecha-
nism, except in the specific case mentioned above for 
content that is not manifestly infringing on Article 
17(7)'.98 
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3.3  Earmarked content

Finally, the ruling casts doubt on the compatibility of ear-
marked content in the form envisaged by the Commissi-
on’s Guidance.99 The term relates to content flagged by 
rightholders that is particularly valuable and could cause 
significant harm to them, if it remains available without 
authorization (examples include pre-released music or 
films).100 According to the Commissions Guidance the 
prior earmarking should be specifically taken into account 
when assessing whether the OCSSPs have made their 
best efforts to ensure the unavailability of specific content 
as obliged in Article 17(4)(b) CDSMD.101 This means in 
particular that the OCSSPs should exercise particular 
care and diligence in the application of their best efforts 
obligations before uploading such earmarked content.102 

Guidance needs revision in light of the judgement
After its release, this new mechanism was heavily criticized 
as being not specific enough in determining which content 
can be earmarked by the rightholders.103 According to 
these concerns, the requirements to be met by the right-
holders are too weak, as 'the mere claim that unauthorized 
use of a work ‘could cause’ significant economic harm is 
sufficient'.104 Therefore 'earmarking could easily lead to a 
presumption for the platforms that the content is mani-
festly illegal and thus potentially to an over-blocking of 
all earmarked content to avoid liability or litigation'.105 
 This is especially a big problem for the compatibility 
with the requirements of the judgement and freedom of 
expression, because according to the Commission's con-
ception 'content which is not manifestly infringing 
should go online at the upload, with exception of content 
earmarked by rightholders (when subject to a fast ex ante 
human review)'.106 This directly contravenes the outcome 
of the judgement in Poland v Parliament and Council, 
which does not foresee any exceptions to its requirement 
of only blocking manifestly infringing content ex ante. 
Previous critics see their concerns confirmed and conclude 
that the earmarking mechanism 'clearly does not comply 
with the Court's instruction that implementations must 
exclude ‘measures which filter and block lawful content 
when uploading’ [para 85]'.107 
 Another aspect is the mentioned 'fast ex ante human 
review'. Following the concept of the Guidance, content 
which is earmarked should be subject 'when proportio-
nate and where possible, practicable, [to] a rapid ex ante 
human review' by OCSSPs.108 In YouTube and Cyando, the 
CJEU held that a provider must be able to remove content 
without a detailed legal examination, to remove it in 
compatibility with the freedom of expression.109 The same 
follows from the judgement in Glawischnig-Piesczek  
according to which a monitoring obligation limited in a 
way that it does not require the hosting provider to carry 
out an independent assessment would not contravene 
the prohibition of a general monitoring obligation.110 In 
Poland v Parliament and Council finally, the CJEU referred 
to this by analogy stating that providers cannot be obliged 
to prevent uploading content, which would require them 
to perform an independent assessment of the content to 

determine it as unlawful.111 Although framed as 'rapid ex 
ante review', this is nothing else than a detailed legal ex-
amination.112

 
Proposal for a mechanism in compliance  
with Article 17 CDSMD
This closes the circle to what was outlined before: ex ante 
blocking of content is only permissible if no independent 
assessment is necessary, i.e., the content is manifestly in-
fringing.113 This must not change even if content is ear-
marked by rightholders. Nonetheless, it does not follow 
from this that earmarking per se is incompatible with  
Article 17 CDSMD, but rather the provisions of Article 
17(8) CDSMD must be respected. 
 On the contrary, earmarking could be used, for example, 
to carry out an accelerated procedure following the upload. 
This is because, according to the Commission's Guidance, 
when the content becomes available, rightholders will  
receive a notification if the ACR technology detects pos-
sible infringing content.114 The rightholders then have the 
possibility of a complaint and redress mechanism to have 
the content checked and, if necessary, blocked.115 If the 
content is earmarked, it is conceivable that this could be 
prioritised. Such a proposal takes a similar approach as 
the trusted-flagger mechanism envisaged by Article 19 of 
the upcoming Digital Services Act116 and would fulfil the 
requirements set by the CJEU.

4  THE GERMAN APPROACH
With the CJEU stating that OCSSPs cannot be required to 
prevent uploads of content which would require an inde-
pendent assessment to be found unlawful,117 inevitably 
the question arises when content must be considered in-
fringing without requiring an independent assessment.
 In principle, it is either for the Member States or the 
Commission to provide greater detail under which 
circumstances content may still be blocked ex ante.118 In 
the sense of the overall goal of legal harmonisation, it is 
generally desirable for Member States to arrive at a uni-
form solution, which argues in favour of not defining in-
dividual solutions in the Member States, but rather at the 
EU level.119 
 Refraining from doing so would open the necessity for 
OCSSPs to develop a definition in practice, likely influenced 
by courts in the EU. It seems at least questionable to leave 
it up to the private OCSSPs to decide when content can be 
blocked ex ante, whereas the outcome has a direct impact 
on the liability of the OCSSP. There might be a risk that 
an OCSSP, in order to avoid liability, would interpret the 
boundary of what is manifestly infringing generously in 
order not to risk liability under Article 17(4) CDSMD 
when it concerns content that could have been blocked 
after all. This would raise the same concerns of overblock-
ing and merely shift them to another level. In its opinion, 
the AG pointed out that OCSSPs are in general not inde-
pendent and therefore cannot exercise an independent 
assessment of the lawfulness of a content.120 It would have 
been therefore up to the EU legislature 'to set out the sub-
stance of the safeguards necessary to minimise the risks 
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posed to freedom of expression resulting from the conte-
sted provisions'.121 
 Consequently, it should be the public authorities defining 
the threshold for content being manifestly infringing.122 
The Poland v Parliament and Council ruling emphasised 
the importance of lawful content being available ex ante 
for preserving the balance with freedom of expression 
and information.123 
 More detailed regulations for OCSSPs with regard to 
the question of which content may not be blocked in the 
first instance were already enacted by Germany in its 
transposition long before the ruling of the CJEU and the 
Commission's Guidance and will therefore be examined 
in the following. 

4.1  Upfront: Implications from the CJEUs case law

Before turning to the German approach, it is noteworthy 
to summarise the followings from the existing case law, in 
particular the Glawischnig-Piesczek and Poland v Parlia-
ment and Council cases. The CJEU held in the latter, that 
Article 17(8) CDSMD clarifies 'that the providers of those 
services cannot be required to prevent the uploading and 
making available to the public of content which, in order 
to be found unlawful, would require an independent  
assessment of the content by them in the light of the in-
formation provided by the rightholders and of any excep-
tions and limitations to copyright'.124 Thus, OCSSPs shall 
not block content which would require an independent 
assessment of the content in order to be found unlawful. 
 This idea was first brought up by the CJEU in its 
Glawischnig-Piesczek case, which, although being a defa-
mation case, turned out to be also of importance in the 
context of copyright.125 Here the court was concerned 
with an injunction about filtering and blocking ex ante 
content, which could be considered 'equivalent'. This 

could be for example content which 'whilst essentially 
conveying the same message, is worded slightly differently, 
because of the words used or their combination, compared 
with the information whose content was declared to be 
illegal'.126 Balancing the interests of the host provider and 
the interests of the victim of defamation, the Court found 
that the content of an equivalent nature does not require 
the host provider to carry out an independent assess-
ment, since it had recourse to automated search tools and 
technologies.127 
 Putting these two judgements together, it is possible to 
summarise that content can be considered manifestly  
infringing even if it is equivalent to infringing content. 
Already in the aftermath of the Glawischnig-Piesczek jud-
gement, it could be concluded that the CJEU is taking the 
first steps in the direction of how algorithmic enforce-
ment is acceptable.128 The same can now be said about the 
Poland v Parliament and Council ruling.
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4.2  The German approach: excluding 'presumed 
legal use' from ex ante filtering

Under the same premise of preventing lawful content 
from being filtered and blocked ex ante using ACR tech-
nology, the German legislator has found a different solu-
tion, which also Austria has essentially followed. The pro-
vision of Article 17 CDSMD was implemented in a 
separate act, the Urheberrechts-Diensteanbieter-Gesetz 
(Copyright Service Provider Act 'UrhDaG')129. 
 Sec. 7 UrhDaG, titled 'qualified blocking', thereby 
adopts the provision of Article 17(4)(b) CDSMD, i.e. the 
requirement for the OCSSPs to ensure by making best  
efforts the unavailability of specific works. What is special 
about this transposition is laid down in Sec. 7(2) sentence 
2, according to which Sec. 9-11 applies, if automated 
means are used. According to Sec. 9(1) UrhDaG, in order 
'to avoid disproportionate blockings', in other words, to 
avoid overblocking, presumed legal uses must remain  
online until the conclusion of a complaint procedure. It is 
therefore in accordance with Sec. 14 UrhDaG up to the 
rightholders to initiate a complaint and redress procedure. 
Presumed legal uses are defined in Sec. 9(2) UrhDaG as 
user generated content, which

1. 'contains less than half of a work of a third party or  
of several works of third parties,

2. combines the parts of the work referred to in No. 1 
with other content, and

3. make only minor use of works of third parties  
(Sec. 10 UrhDaG) or are marked as legally permitted 
(Sec. 11 UrhDaG)'.130 

4.2.1  Minor uses
Section 9(2) number 3 UrhDaG thus opens the possibility 
for two sorts of contents to be presumed lawfully. On the 
one hand, this is minor use, which encompasses accor-

ding to Sec. 10 UrhDaG uses of up to 15 seconds each of a 
film work or motion picture, 15 seconds of a soundtrack, 
160 characters of a text or 125 kilobytes of a photographic 
work, photograph or graphic.
 The solution found by the German legislator can either 
be considered a rebuttable presumption or an exception 
to copyright.131 Defining this is of importance for the  
discussion of compatibility with its EU template. The 
mechanism has as a result that content from users which 
fulfil the requirements from Sec. 9(2) UrhDaG and have a 
maximum length or size as described in Sec 10 UrhDag, 
must initially be regarded as legal, meaning they shall not 
be blocked automatically. What happens in practice at 
this point can be derived from Sec. 9(3) UrhDaG, which 
requires OCSSPs to notify the rightholders in the event of 
such use. The rightholder then has the opportunity to 
have the content reviewed. Until the conclusion of this 
procedure, which according to Sec. 14(5) UrhDaG 'must 
be taken by natural persons who are impartial', the con-
tent remains online in accordance with Sec. 9(1) UrhDaG.

4.2.2  Marked as legally permitted
On the other hand, users can flag content as legally per-
mitted to categorize it as presumed legal use. As presented 
earlier in this chapter, ACR technology is now mature and 
fast enough to be able to match content against the provi-
ded information from the rightholders during the upload 
process.132 The German legislator has allegedly taken this 
into consideration and has established a regulation for 
this in Sec. 11 UrhDaG. According to its first paragraph, 
even when the content is not classified as minor use, the 
user can mark his use as legally permitted during the up-
load process, if the content would otherwise be blocked 
automatically.133 If the requirements of Sec. 9(2) UrhDaG 
are fulfilled, i.e. the user content contains less than half of 
a work of a third party or third parties and combines the 
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parts of the work with other content, the content is then 
also presumed to be legal. The content, again, cannot be 
blocked automatically, but the burden of proof now lies 
with the rightholder, who must initiate the procedure 
and justify why the user content is considered to be in-
fringing. 
 In Sec. 11(2) UrhDaG the law provides for the case in 
which an automated blocking takes place after the upload, 
that content is deemed to be presumably legal for the 
duration of 48h even without a mark of the user. The regu- 
lation is intended for cases in which, at the time of uplo-
ading, there was no reason to regard the content as infrin-
ging or to obtain a declaration from the user because the 
platform holds authorisation from the rightholder.134 If 
this licence subsequently lapses, the original procedure is 
to be applied, thus giving the user the opportunity, for 
example, to invoke an exception and limitation and mark 
the content as legal.135

 Like the instrument of minor usage, this provision at-
tempts to strike a balance between the interests of rights 
holders and users and, in particular, gives clear guidance 
to OCSSPs on the usage of their technology.

4.2.3  Balancing interests
With its mechanism, the German legislator intends to 
fulfil the requirements of Article 17(7) CDSMD for effecti-
vely guaranteeing user rights.136 This shows what is too 
rarely mentioned in the general discussion but offers po-
tential for further thought: A determination of how the 
ACR technology should distinguish between manifestly 
infringing and lawful content. By rebuttable presuming 
‘minimal uses’ as legal, the use cannot be manifestly in-
fringing at the same time. As a result, OCSSPs cannot au-
tomatically block them ex ante, even if the ACR techno-
logy may recognise them as infringing copyright.
 The German system is based on the consideration that 
one of the exceptions in copyright law often applies to 
such minor uses.137 Where the encompassed work exceeds 
the thresholds in Sec. 10 UrhDaG, and the ACR technolo-
gy recognises a match, the user has the possibility to mark 
the content as legally permitted according to one or more 
of the exceptions and limitations to copyright.
 Ultimately, a balance is found between the interests of 
the rightholders to block possible infringed content directly 
and the users' interests not having to bring legal content 
back online via the ex post mechanisms. In its ruling in 
Poland v Parliament and Council, the CJEU strengthened 
this approach by emphasising that Member States should 
design their national implementations in such a way that 
they allow for a fair balance to be struck between the dif-
ferent fundamental rights.138

4.3  Considerations regarding the compatibility 
with Article 17 CDSMD after the Judgement in 
Poland v Parliament and Council

Especially the original draft of the German legislator for 
the transposition of Article 17 CDSMD has been criticised 
as not being compatible with its European template.139 

4.3.1  Exception and limitation or rebuttable  
presumption?
It is argued that the instrument of presumed legal use in 
fact contains typical elements of an exception and limita-
tion, which are listed exhaustively in Article 5 InfoSoc.140 
If one accepts the almost unanimous view that Article 17 
CDSMD contains indeed the same right of communica-
tion/making available to the public as Article 3 InfoSoc, it 
follows from this that an exception and limitation in  
national law, which is neither contained in Article 5 Info-
Soc nor in Article 17 CDSMD itself, cannot be compatible 
with secondary EU law.141 
 This can be countered by the fact that Sec. 9(2) UrhDaG 
only provides for a rebuttable presumption. It is true that 
according to Sec. 12(3) UrhDaG, the user is not respon-
sible for the use under copyright law until the conclusion 
of a complaint procedure. On the contrary, however, the 
presumption is rebuttable and therefore does not have a 
final effect.142 In practise, the mechanism leads to the 
OCSSPs not being allowed to ex ante block content cove-
red by the presumption. This is in line with the CJEU's 
interpretation of Article 17 CDSMD, because the CJEU 
has ruled that content which requires an independent  
assessment may not be blocked preventively.143 

4.3.2  Fixed criteria for the design of OCSSPs algorithms
The German provision sets clear threshold values. Theo-
retically, it is not impossible that a 15-second video, even 
in its brevity and under the conditions of Sec. 9(2) UrhDaG, 
contains infringing content. According to the underlying 
assumption of the German legislator, this is just not very 
likely.144 Ultimately, the legislator tries to define what can 
be considered infringing without the need for an inde-
pendent assessment. It thus creates legal certainty for 
OCSSPs, which can adapt their algorithms accordingly. At 
the same time, rightholders are still able to pursue infrin-
ging content as they will be notified by the OCCSPs in 
case of 'presumed use' in accordance with Sec. 9(3) UrhDaG.
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The criteria set out in Sec. 9(2) and Sec. 10 UrhDaG are by 
no means those with which Germany stands alone. In its 
Guidance the Commission formulates a similar approach 
as it defines, that relevant criteria to determine manifest-
ly infringing content 'could include the length/size of the 
identified content used in the upload, the proportion of 
the matching/identified content in relation to the entire 
upload […] and the level of modification of the work'.145 
AG Saugmandsgaard Øe argues similarly in his opinion, 
proposing to determine thresholds 'above which auto-
matic blocking of content is justified and below which 
the application of an exception, such as quotation, is 
reasonably conceivable'.146 In addition, he suggests a 
mechanism which allows users to flag whether they benefit 
from an exception or limitation at the time of uploading 
content.147 
 This shows that the German mechanism might be the 
first, which was established into law, but the concept is by 
no means on its own. In fact, the Commission’s Guidance 
and the AGs opinion suggest using similar criteria for de-
fining manifestly infringing content. 

4.3.3  Earmarking in the German transposition
Another aspect which has to be raised is the earmark-like 
re-exception of the German transposition in Sec. 7(2) 
sentence 3 UrhDaG. According to the above mentioned, 
ex ante safeguards of minor use and flagging during the 
upload in case when automatic means are used, shall not 
apply to uses of cinematographic works or moving images 
until the completion of their first communication to the 
public, in particular during the simultaneous transmissi-
on of sporting events, insofar as the rightholder requests 
this from the service provider and provides the informa-
tion required for this purpose.148 
 This provision allows rightholders to highlight specific 
content and therefore exclude it from the safeguards. As 
an effect, users can neither rely on the rebuttable pre-
sumption of lawful content for minor usage, nor mark 

their content during the upload as lawful due to the app-
lication of an exception or limitation. In this case, the 
user content does not fall under what the legislator has 
assumed to be presumed lawful and can thus be blocked 
by the OCSSP.
 As long as this provision is interpreted in line with 
standards by the CJEU, meaning that user content which 
contains earmarked content can only be ex ante blocked 
if it is manifestly infringing and not merely on the basis of 
being earmarked, this mechanism can be regarded as be-
ing compatible with Article 17 CDSMD.

4.3.4  Conclusion
The judgement in Poland v Commission and Parliament 
shifts the focus of the question of the compatibility of the 
German 'presumed legal use' mechanism with EU law in 
the direction of ex ante safeguards. The CJEU has made it 
clear that Member States must ensure that the balance of 
fundamental rights is maintained when transposing Ar-
ticle 17 CDSMD into national law.149 
 If one follows the argument that it should not be left to 
the OCSSPs to decide when an independent assessment 
is required and when content may be blocked ex ante be-
cause it is manifestly infringing (enough), the German 
proposal does not seem to be that far away from the case 
law of the CJEU. It is also the court that will sooner or la-
ter have to decide whether the German legislator has 
gone too far with its implementation and thus thwarted 
the harmonisation efforts. 
 Furthermore, it can be concluded that the German 
mechanism represents the beginning of a detailed regu-
lation and is suitable for protecting the fundamental 
rights of users. It would be welcomed if, in addition to 
regulating the circumstances under which may not be 
blocked, further indications could be found in the law as 
to when content is manifestly infringing, in order to pro-
vide OCSSPs with further criteria for the design of their 
algorithms.
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5  FINAL REMARKS
Both the AG in his opinion and the Court in Poland v Par-
liament and Council have stated, that the obligations of 
Article 17(4) CDSMD de facto requires the use of techno-
logy.150 The CJEU, however, has now attached a clear con-
dition to its use: Blocking content ex ante using ACR 
technology, is only permissible as long as the technology 
can distinguish between lawful and unlawful content.151 
This is derived from the safeguards of Article 17 CDSMD, 
which can thus preserve the balance between the funda-
mental right of freedom of expression and information 
and right to intellectual property. 
 It is therefore for OCSSPs and Member States to ensure 
that only manifestly infringing content, i.e. content that 
does not require an independent assessment, is blocked 
ex ante using ACR technology. The question, however, of 
how to determine whether an independent assessment is 
required remains open. Where does the line run? Provi-
ding an answer is crucial for the impact on the freedom of 
expression and information, as it determines how con-
tent is blocked in practice, aside from the legal require-
ments. Its definition should be the task of the national or 
EU legislator, to not leave the decision of when content 
should be assessed to the player who fears liability when 
coming to a wrong outcome in one way or another. The 
urgently necessary revision of the Commission’s Guidan-
ce could serve as a platform for this task.
 In this context, the German implementation of Article 
17 CDSMD should be considered, which contains some 
additional ex ante safeguards that are not found in the EU 
template. They provide, however, important guidelines 
for the OCSSPs on how to design the algorithms. This 
pays off in terms of legal certainty, both for the OCSSPs, 
which are less tempted to overblock, and for the users, 
who do not have to fear that legal content will be blocked. 
The rightholders have to accept this solution in the sense 
of a balance of interests, they are free to block certain 
content via the complaint mechanisms, manifestly in-
fringing content will be blocked ex ante.

The judgement in Poland v Parliament and Council also 
has implications for other national implementations. 
Most importantly, it is argued here, that a verbatim trans-
position would indeed stand up to the requirements deri-
ved from the fundamental rights, as Article 17 CDSMD 
was held to contain enough safeguards. Further, provi-
sions which require content to stay down during a com-
plaint mechanism must not be regarded as incompatible 
per se. Rather they would be compatible with Article 17 
CDSMD and its interpretation from the CJEU, if they are 
limited to manifestly infringing content. Lastly, the as-
sessment shows that the earmarking mechanism as pro-
posed by the Commission is unlikely to 'survive' this ru-
ling. From what follows from the CJEUs judgement, such 
a mechanism cannot be used to circumvent the ex ante 
availability of lawful content or content which requires an 
independent assessment to be determined as unlawful. 
Earmarking content, however, could be used to function 
as an indicator for a fast-track review for content that is of 
higher economic value to the rightholders. With these 
premises, the trusted flaggers regime from Article 19 DSA 
Proposal will be interesting to follow. 


